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Abstract 

This paper presents a description and building of a statistical model of 

EEG signals with an ARIMA forecasting process. 

EEG measurement principles are explained for understanding EEG 

signals features and noise which is essential for building real-time 

Brain-Computer Interface (BCI). 

Different statistical modeling and forecasting methods of EEG signals 

are discussed. 
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Introduction 

The human brain is always active. The brain controls the different activities of the body. Brain 

functions can be monitored by observing the electrical signals generated in the neurons. This signal 

is called an electroencephalogram (EEG) signal. The signal can be extracted using electrodes and 

can be viewed using a voltmeter, oscilloscope, or on a computer screen. The EEG signal can be 

recorded and the phenomenon is known as electroencephalography. The EEG signal can be used 

to investigate the condition of the human brain and the overall health of the person. These signals 

are roughly less than 100 μV and 100 Hz and can be measured with electrodes placed on the scalp, 

non-invasively (Sabbir) [1]. 

The human brain consists of millions of interconnected neurons.  

 The patterns of interaction between these neurons are represented as thoughts and emotional 

states. According to human thoughts, this pattern will be changing which in turn produces different 

electrical waves. A muscle contraction will also generate a unique electrical signal. All these 

electrical waves will be sensed by the brain wave sensor and it will convert the data into packets 

and transmit through Bluetooth medium. The basic idea of BCI is to translate user-produced 

patterns of brain activity into corresponding commands. A typical BCI is composed of signal 

acquisition and signal processing (including preprocessing, feature extraction, and classification) 

(Siliveru) [2]. 

A brain-computer interface (BCI) controlled lower extremity prosthesis may be one such novel 

approach. It can be envisioned that a combination of an invasive brain signal acquisition system 

and implantable functional electrical stimulation (FES) electrodes can potentially act as a 
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permanent BCI prosthesis. However, for safety reasons, the feasibility of brain-controlled 

ambulation must first be established using noninvasive systems (An. H. Do.) [3].  

The use of brainwaves to control robotic devices has produced promising clinical results in terms 

of feasibility. Restoration of a certain degree of motor functions and high accuracy control of 

robotic prosthetic arms using invasive BCIs have already been demonstrated. Nevertheless, in 

order for such BCI-controlled robotic applications to achieve end-user maturity, the use of 

noninvasive, portable, and relatively low-cost systems is considered a required development 

(Alexander) [4]. 

Almost all bio signals are nonstationary too, meaning their statistics may change in time, hence 

time-dependent. In contrast to deterministic signals that are rigidly periodic, stochastic biosignals 

are difficult to be modeled precisely by mathematical functions due to uncertainty in the 

parameters of the computational equations. 

Descriptive statistics can give an overall summary of the time series, and characterize a general 

shape, they may not be able to capture the precise trend movements aka the patterns of evolving 

lines. In particular, we are interested in distinguishing the abnormal time series from those that are 

normal. The difference in movements of the trends is estimated by Dynamic Time Wrap (DTW). 

DTW algorithm aims at finding the degree of matching between the alignments of two-time series. 

The normal group of time series is represented by the mean values of the points from all the time 

series. A particular time series under test is then compared to the mean sequence of points, and 

the deviation or extent of matching/similarity is then computed by the DTW algorithm (Simon) 

[5].  

 Understanding EEG noise is essential for EEG-based neurology and applications such as real-

time brain-computer interfaces (BCIs), which must make accurate control decisions from very 

short data epochs. 

Improving the performance of real-time neurological algorithms: Certain neurological signal 

processing tasks, such as extracting event-related potentials (ERPs), increase signal-to-noise ratios 

by averaging many epochs of data recorded over long experimental periods (Alan Paris) [6]. 

Two types of data were recorded: discrete emotional states and the responses to complex 

emotional scenarios. Typical trial times of 60 and 300 seconds were used for each type of data, 

respectively. A fifteen-minute break was taken between each trial so that the subject could return 

to her baseline, emotionally relaxed state (Mitchel) [7]. 

However, due to large subject variability in the studies, the time domains of these measurements 

are not the same. This random temporal variability, if not accounted for, can cloud the statistical 

analysis. Furthermore, many of the functions of interest are approximately periodic and sampled 

at a very high resolution. Direct analysis of these long biosignals is often computationally 

inefficient and prone to being affected by noise. Thus, a common approach is to summarize such 

biosignals using cross-sectional statistics such as the mean, median, and variance, and then use 

standard statistical tests as diagnostic tools (Sebastian) [8].  

  

1. ARIMA Model: 

The main part of the ARIMA model combines AR and MA polynomials into a complex 

polynomial. The ARIMA (p, d, q) model is applied to all the data points of the EEG data. 

    𝑦𝑡 = 𝜇 + ∑𝑝
𝑖=1 (𝜎𝑦𝑡−1) + ∑𝑞

𝑖−1 (𝜃𝜀𝑡−1) + 𝜀𝑡                (1) 
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where the notation is as follows: 

µ: the mean value of the time series data; 

p: the number of autoregressive lags; 

σ: autoregressive coefficients (AR); 

q: the number of lags of the moving average process; 

ϴ: moving average coefficients (MA); 

Ɛ: the white noise of the time series data; 

d: the number of differences calculated from (2) 

                      Dyt = yi – yi-1                                                       (2) 

The value of the ARIMA parameters (p, d, q) for AR and MA can be obtained from the behavior 

of the Autocorrelation Function (ACF) and the Partial Autocorrelation Function (PACF) [1]. 

These functions help to estimate the parameters that can be used to forecast data using the ARIMA 

model (Hussan) [9].  

 

2. Autocorrelation: 

One of the basic assumptions in the linear regression model is that the random error components 

or disturbances are identically and independently distributed. So, in the model y = X  + u, it is 

assumed that:  

   E (Ur, Ui-s) = {
𝜎
𝑢

2
𝑖𝑓 𝑠 = 0

0 𝑖𝑓 𝑠 ≠ 0
                                                  (3)    

i.e., the correlation between the successive disturbances is zero. 

In this assumption, when   E (Ur, Ui-s) = 𝜎
𝑢

2
 , 𝑠 = 0 is violated, i.e., the variance of disturbance term 

does not remain constant, then the problem of heteroskedasticity arises. When E (Ur, Ui-s) =0, 𝑠 ≠

0   is violated, i.e.,   disturbance terms are correlated, then such a problem is termed the problem 

of autocorrelation (Shalabh) [10].  

 

  4. Data collection: 

To measure and record EEG signals, A volunteer female was chosen to be under the test, A quiet 

lab environment condition, and a relaxing period before starting the test. The block diagram of the 

EEG measurement system is shown in fig. (1). 

 
fig. (1) Block diagram for EEG measurement system 

https://scientifictrends.org/index.php/ijst


International Journal of Scientific Trends- (IJST) 
ISSN: 2980-4299 

Volume 2, Issue 3, March, 2023 

Website: https://scientifictrends.org/index.php/ijst 

Open Access, Peer Reviewed, Scientific Journal                                                         

69 | P a g e  
 

A Mindwave mobile2 shown in fig. (2) was used to measure the different EEG signals patterns 

and pass them to the Arduino ATmega via Bluetooth HC-06, the EEG signals were supplied to a 

computer to analyze the data, the time slots of measurements were done every 30 minutes for 5-

minute data collection. 

The statistical modeling and the forecasting process are done by using computer software (Wessa 

P.) [11]. 

 
Fig. 2 Mindwave mobile 2 (Neurosky, Inc.) 

 

5. EEG results: 

The EEG signal measured is shown in fig. (3), this signal will be considered as time series data, 

and an ARIMA (p, d, q) model was calculated for the signal. 

 
Fig. (3) measured EEG raw signal 

 

raw EEG signal was sampled and the frequencies and their amplitudes were extracted using the 

FFT process as shown in fig. (4), the spectrum shows the most power amplitudes are of the lower 

frequencies. 
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Fig. (4) The frequencies and amplitudes of the measured EEG signal 

The 3D plot of the raw EEG signal can give a better understanding of the signal components and 

their variation and the type of noise that we had with the measurements; fig. (5) shows the details 

of the measured EEG signal.   

 
Fig. (5) 3D plot of the measured EEG signal 

The extracted amplitudes were used to build a time series as shown in fig. (6).   

 The range of the measured amplitudes varied from 3-57 microvolts for this time slot, from this 

time series we can decide the seasonality and the forecasting parameters for the ARIMA 

forecasting model.    
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Fig. (6) EEG time series built from the Raw EEG signal. 

 

6. Statistical model: 

The measured EEG signals transformed into time series with (112) observations, then an ARIMA 

model was built, table (1) shows the calculated forecasted results, an accuracy of 95% reaches. 

 

Table (1) ARIMA forecasting results  

 
 

Often, measuring forecasting accuracy (or error) is difficult, for that only by experiments we can 

decide which can be used to evaluate the accuracy of the forecasting process, table (2) shows the 

(KPI) calculation. 

Table (2) KPI calculation results 

  

 
The forecasting plot of the EEG time series is shown in fig. (7), the resultant plot shows good 

similarity with the original EEG signals.  
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fig. (7) plot of the forecasted EEG signal. 

 

The frequency table of the EEG time series is shown in fig. (8)  

Table (3) Frequency distribution of the EEG time series. 

 

 
The result of the frequency distribution is plot as a histogram as shown in fig. (9). 

 
fig. (9) EEG signal histogram 
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Extrapolation used to infer the unknown data of the EEG signal from previous known EEG data, 

or in another words the prediction data, fig (10) the ARIMA extrapolated EEG signals. 

 
Fig. (10) ARIMA Extrapolation forecast. 

 

To study the similarity between the original EEG signal and the forecasted one, cross correlation 

function (CCF) applied, the result shown in fig. (11),  

 
Fig. (11) plot of the Cross-Correlation Function applied to EEG signal 
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Conclusion: 

This paper presents a statistical model of EEG signals using ARIMA for the BCI system. 

A review of related research was discussed, then measurements of EEG signals were done in a 

suitable environment’s lab conditions, the measured EEG signal was filtered and then transformed 

into a time series EEG data. 

FFT analysis was carried out to collect data information required to build the ARIMA model, a 

forecasting process applied using this model. 

The forecasting shows a good prediction result with an efficiency of 95%, to evaluate the accuracy 

of the prediction results a Key Performance Indicator (KPI)  

Used. 

A cross-correlation function was used to investigate the similarity between the original and the 

transformed EEG signals. 
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