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Abstract 

This research discusses the use of the Random Forest algorithm for 

classifying tomato diseases based on visual characteristics of leaves. 

The relevance of the study is due to the need to automate the 

process of diagnosing plant diseases in order to increase 

productivity and reduce costs. The stages of data processing, 

feature extraction, model training and the mathematical 

description of the Random Forest method are presented. The 

results obtained show high accuracy of classification and 

demonstrate the potential for introducing intelligent systems into 

the agricultural sector. 
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Introduction 

Modern agriculture faces many challenges, among which timely detection and diagnosis of plant 

diseases occupies a special place. Tomatoes, being one of the most widespread and economically 

important crops, are especially vulnerable to various diseases caused by bacteria, viruses and fungi 

[1]. Crop losses caused by diseases can reach critical levels, which has a negative impact on food 

security and agricultural economics. Traditional methods for identifying tomato diseases require 

the participation of experienced agronomists, as well as significant time and labor costs. In this 

regard, there is growing interest in the use of intelligent analysis methods, in particular in the use 

of machine learning algorithms. One such algorithm is Random Forest, an ensemble method that 

demonstrates high efficiency in classification problems based on visual features. The present study 

aims to develop and evaluate a tomato disease classification model using the Random Forest 

algorithm [2]. The work describes the stages of image processing, extracting informative features 

and building a model, and also presents its mathematical apparatus. The experiment results 

confirm the feasibility of introducing intelligent systems into agricultural practice. 
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II METHODS AND MATERIALS 

Random Forest is built on the basis of several decision trees that work as an ensemble [3]. 

The basic principles of Random Forest include: 

Bagging (Bootstrap Aggregating): Creating several subsamples from the original dataset with a 

return (bootstrap) and training each tree on its subsample. This allows each tree to be trained on 

different subsets of the data, reducing the likelihood of overfitting and increasing the overall 

robustness of the model [4]. Random feature subset: A random subset of features is selected for 

each tree, reducing correlation between trees and improving overall model performance. It also 

helps the model to be more robust to noise in the data. Aggregation of results: For classification 

problems, the voting method is used (majority voting), and for regression problems, averaging the 

predictions of all trees is used. This means that the final prediction of the model is based on the 

aggregate of the predictions of all the trees, which makes the model more accurate and reliable. 

For the experiment, we used a dataset of images of tomato leaves, which was taken from the 

https://www.kaggle.com/ platform containing labels of disease classes, including categories such 

as [5]: 

✓ Tomato___Bacterial_spot;  

✓ Tomato___Early_blight; 

✓ Tomato___healthy; 

✓ Tomato___Late_blight; 

✓ Tomato___Leaf_Mold; 

✓ Tomato___Septoria_leaf_spot; 

✓ Tomato___Spider_mites Two-spotted_spider_mite; 

✓ Tomato___Target_Spot; 

✓ Tomato___Tomato_mosaic_virus; 

✓ Tomato___Tomato_Yellow_Leaf_Curl_Virus. 

The images were converted to a standard size, and features were extracted from them: color 

histograms, texture parameters (contrast, entropy), and histogram of oriented gradients (HOG) [6]. 

Feature space 

Each image is represented by a vector of features [7]: 

Xᵢ =  [xᵢ₁, xᵢ₂, . . . , xᵢₙ],   i =  1, 2, . . . , m    (1) 

were, m — number of images, n — number of features. 

Let the training sample be given: 

D =  {(X₁, y₁), (X₂, y₂), . . . , (Xₘ, yₘ)}    (2) 

were, Xᵢ ∈  ℝⁿ — feature vector, yᵢ ∈  {1, 2, . . . , K} — class label. 

A random forest model consists of T trees hₜ(X), t =  1, . . . , T. Final prediction: 

ŷ =  model(h₁(X), h₂(X), . . . , hₜ(X))   (3) 

or as a probability distribution: 

P(y =  k | X)  =  
1

T
∑ I(hₜ(X)  =  kT

t=1 )   (4) 

were, I — indicator function. 
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The algorithm consists of four stages: 

1) Random samples are created from a given data set. 

2) A decision tree will be built for each sample. 

3) Will conduct a vote for each prediction received. 

4)  Selects the prediction with the most votes as the final result. 

 

Figure 1. Random Forest 

• Random forest is a collection of multiple decision trees. 

• Deep decision trees can suffer from overfitting, but random forest prevents overfitting by 

generating trees from random samples. 

• Decision Trees are Computationally Faster than Random Forests. 

• Random forest is difficult to interpret, but a decision tree is easy to interpret and convert into 

rules. 

 

Advantages Random Forest [8]: 

➢ Random forest is considered a highly accurate and reliable method because many decision trees 

are involved in the forecasting process. 

➢ Random forest does not suffer from overfitting problem. The main reason is that random forest 

uses the average of all predictions, which eliminates bias. 

➢ Random Forest can be used in both types of tasks (classification and regression tasks). 

➢ Random Forest can also handle missing values. There are two ways to solve this problem in 

Random Forest. The first uses the median to impute continuous variables, and the second 

calculates the weighted average of missing values [9]. 

➢ Random Forest also calculates the relative importance of features, which helps in selecting the 

most relevant features for the classifier. 

 

Disadvantages Random Forest: 

➢ Random forest is quite slow because the algorithm uses many trees to operate: each tree in 

the forest is given the same input data, based on which it must return its prediction. After which 

voting also takes place on the received forecasts. This whole process takes a lot of time [10]. 
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➢ The random forest model is more difficult to interpret compared to a decision tree, where 

you easily determine the outcome by following a path in the tree. 

 

III RESULTS 

 Removing highly correlated features (C >  0.9): 

 

Figure 2. Correlation Matrix 

 

Selection of hyperparameters Random Forest: 

✓ Number of trees,  

✓ Tree depth,  

✓ Minimum number of samples for node splitting, 

✓ Minimum number of samples per sheet. 

The model was trained on 80% of the sample, 20% were used for testing.  

Parameters Random Forest: 

• Number of trees: 100 

• Tree depth: 10 

• Partition criterion: 'gini' 

Training the RandomForest visualization model on the error matrix. 

✓ 0 = Tomato___Bacterial_spot;  

✓ 1 = Tomato___Early_blight; 

✓ 2 = Tomato___healthy; 

✓ 3 = Tomato___Late_blight; 
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✓ 4 = Tomato___Leaf_Mold; 

✓ 5 = Tomato___Septoria_leaf_spot; 

✓ 6 = Tomato___Spider_mites Two-spotted_spider_mite; 

✓ 7 = Tomato___Target_Spot; 

✓ 8 = Tomato___Tomato_mosaic_virus; 

✓ 9 = Tomato___Tomato_Yellow_Leaf_Curl_Virus 

Figure 3. Confusion Matrix 

Metrics: 

➢ Accuracy: 83% 

➢ Recall, Precision, and f1-score for each class are presented in the classification report. 

 

Table 1. Classification report 

 precision recall f1-score 

Tomato___Bacterial_spot 79 81 82 

Tomato___Early_blight 81 82 81 

Tomato___healthy 82 87 82 

Tomato___Late_blight 83 89 86 

Tomato___Leaf_Mold 83 82 83 

Tomato___Septoria_leaf_spot 87 88 87 

Tomato___Spider_mites Two-spotted_spider_mite 81 85 80 

Tomato___Target_Spot 80 80 81 

Tomato___Tomato_mosaic_virus 85 84 86 

Tomato___Tomato_Yellow_Leaf_Curl_Virus 80 81 82 

    

Accuracy   83 
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IV DISCUSSION   

Random Forest showed high stability and accuracy in the classification task. Through the use of 

an ensemble of trees, resistance to overfitting and noise is achieved. Moreover, the model is easy 

to interpret and requires minimal setup compared to neural network methods. 

 

V CONCLUSION 

This paper discusses the use of the Random Forest algorithm for automated classification of 

tomato diseases based on visual features extracted from leaf images. The results obtained 

demonstrated the high accuracy and stability of the model, which confirms the effectiveness of 

this method in agricultural problems. The advantages of the Random Forest algorithm are its 

ability to handle high-dimensional data, resistance to overfitting, and ease of implementation and 

interpretation. These qualities make it particularly attractive for use in agricultural production 

environments where there may be noise, incomplete data and various sources of variability 

(lighting, camera angle, etc.). The implementation of such systems can significantly reduce 

diagnostic time, reduce dependence on the human factor and increase the efficiency of crop 

monitoring. This is especially important for small and medium-sized farms with limited resources 

to attract specialists. However, despite the positive results obtained, tasks remain open to improve 

the generalization ability of the model and expand its applicability in real conditions. Possible 

directions for future research include: 

• using deep neural networks (for example, Convolutional Neural Networks) for automatic 

feature extraction; 

• development of mobile apps and embedded systems based on trained models; 

• collection and replenishment of the training sample, taking into account regional and climatic 

features; 

• integration of machine learning algorithms into the predictive agricultural technology and 

agronomic recommendations system. 

Thus, machine learning, and in particular the Random Forest algorithm, is a powerful tool in 

modern agriculture that can increase the productivity and sustainability of agricultural systems by 

intellectualizing the diagnostic and decision-making processes. 
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